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Abstract—The existing popular clustering self-reconstruction based models generally assume the corruption stems from a unimodal Gaussian noise, which makes the model insufficiently describe the noise. In fact, the realistic noise is much more complex beyond our assumption. Therefore, it may be unsuitable to consider the noises come from one source. Motivated by this, we propose the Mixture of Gaussian Regression (MoG Regression) for subspace clustering. The MoG Regression can provide an effective way to model the unknown noise distribution which approaches the real one as far as possible. As a result, the desired affinity matrix is better at characterizing the structure of data in real world, furthermore, improving the performance. We prove the diagonal entries of coefficient matrix are all zeros and our method holds the grouping effect. Borrowing the ideal from the minimum message length, a model selection strategy is proposed to estimate the numbers of the Gaussian components. In addition, we proved the asymptotic property of our model. In order to highlight the ability of modelling the complex noises we evaluate the MoG Regression model for clustering on the challenge datasets. The experimental results on multiple datasets demonstrate that the proposed MoG Regression model significantly outperforms state-of-the-art subspace clustering methods.

Index Terms—Subspace clustering, Mixture of Gaussian Regression, Minimum Message Length.

I. INTRODUCTION

Subspace clustering aims to model the data as samples drawn from a union of multiple low-dimensional affine subspaces. In a nutshell, the mission of subspace clustering is to gather the given data points into disparate group which contains the data points that come from the same underlying subspace. It has been attracting more and more attention in recent years and has found many applications in computer vision and image processing, such as image segmentation [1], motion segmentation [2], face clustering [3], and image representation and compression [4].

There exists numbers of subspace clustering approaches which have been proposed in the past two decades. These methods may be roughly divided into four main categories: algebraic methods [5]–[7], iterative methods [8], [9], statistical methods [10]–[12], and spectral-clustering-based methods [13]–[19]. It should be noted specially that the subspace clustering self-reconstruction based methods [15]–[19], which take root in the elegant spectral graph theory [20], have shown excellent performance in many real applications.

Generally, the subspace clustering self-reconstruction based methods consist of two steps. Firstly, building an affinity matrix which is used to capture the similarity between pairs of sample points. Secondly, graph cut is applied to a undirected graph, whose vertices are the samples and whose weights are prescribed by the affinity matrix, for segmenting the sample points. Building a “good” affinity matrix is key to guarantee a good clustering result. Therefore, some subspace clustering methods focus on how to build a good affinity matrix.

Based on the fact that each datum point in a union of several subspaces can be represented as a linear or affine combination of other points, the Sparse Subspace Clustering (SSC) algorithm [15] utilizes the ℓ1-norm regularization to find the sparsest representation of a data point, where points come from the same subspace correspond to the nonzero representation coefficients. Low-Rank Representation (LRR) [16] aims to get a low rank reconstruction coefficient for robust subspace recovery of the data containing corruptions, the ℓ2,1 is used to make the algorithm more robust to outliers. Least Squares Regression (LSR) [17] employs the Frobenius norm regularization to speed up the clustering process, while still ensuring the grouping effect of the representation matrix. However, the reconstruction coefficient of SSC may be too sparse to encode the data correlation, while the reconstruction coefficient derived by both LRR and LSR may result in dense connections between-clusters besides the within-clusters. In order to achieve a good balance between within-cluster density (which we call grouping effect afterwards) and between-cluster sparsity, Correlation Adaptive Subspace Segmentation (CASS) [19] adopts trace Lasso norm regularization, which is adaptive to the data correlation, to trade-off the representation matrix.

As pointed out by Liu et al. [16], the noises that always exist in data can perturb the subspace structures, which leads to unreliable subspace clustering result. To cluster the real subspaces when the data are corrupted by noises, SSC, LRR, LSR, and CASS employ different norms to select the solution of various properties, respectively.

Given a data matrix \( X = (x_1, x_2, ..., x_N) \in \mathbb{R}^{M \times N} \) with \( N \) samples in \( \mathbb{R}^M \), here, we denote \( E \in \mathbb{R}^{M \times N} \) and \( Z \in \mathbb{R}^{N \times N} \) as the noise matrix and the representation matrix, respectively, where the component \( Z_{ij} \) of \( Z \) measures the similarity between points \( x_i \) and \( x_j \) in the data matrix. In this paper, we use \( \| \cdot \|_F, \| \cdot \|_1, \| \cdot \|_2, \| \cdot \|_2,1, \) and \( \| \cdot \|_* \) to denote Frobenius norm, the \( \ell_1 \)-norm (sum of absolute values), the \( \ell_2 \)-norm, the \( \ell_{2,1} \)-norm (sum of the \( \ell_2 \)-norm of columns of a matrix), and the nuclear norm (sum of singular values), respectively. The mathematical models of mentioned subspace clustering methods are listed as follows.

Sparse Subspace Clustering (SSC) [15]:

\[
\min_{Z,E} \| E \|_1 + \lambda \| Z \|_1 \\
\text{s.t.} \ X = XZ + E, \text{diag}(Z) = 0.
\]

Low-Rank Representation (LRR) [16]:

\[
\min_{Z,E} \| E \|_{2,1} + \lambda \| Z \|_* \\
\text{s.t.} \ X = XZ + E.
\]
Least Squares Regression (LSR) [17]:

\[
\min_{Z, E} \| E \|_F^2 + \lambda \| Z \|_F^2, \\
\text{s.t. } X = XZ + E, \text{ diag}(Z) = 0.
\]

Correlation Adaptive Subspace Segmentation (CASS) [19]:

\[
\min_{Z, E} \| E \|_F^2 + \lambda \sum_{n=1}^N \| X \text{diag}(z_i) \|, \\
\text{s.t. } X = XZ + E.
\]

In the above mentioned formulations, \( z_i \) is represented the \( i \)-th column of \( Z \), \( \text{diag}(z_i) \) is a diagonal matrix with entries of \( z_i \) on its diagonal, and \( \lambda > 0 \) is a regularization parameter to balance the effects of two terms. \( E \) denotes the reconstruction error. \( \| E \|_F^2 \) is utilized to model Gaussian noise, \( \| E \|_{2,1} \) is for sample-specific corruptions, and \( \| E \|_1 \) is for entry-wise corruptions.

All the clustering algorithms mentioned above rely on specific norms on \( Z \) and \( E \) to encourage either the between-cluster sparsity and within-cluster density or grouping effect of the representation matrix which makes the model be valid. However, they all use a relatively simple norm for the data fidelity term to describe the noises. If the data are corrupted by noise, then the subspace structures, the grouping effect, and the data similarity are all to be corrupted as well. In fact, the real noise scenario in applications often exhibits very complex statistical distributions, rather than simply being Gaussian or Laplace [21]. If the noise be described by a simple norm like the Frobenious norm, \( \ell_1 \)-norm, or \( \ell_{2,1} \)-norm, the obtained affinity matrix may largely deviate from the desired one. Therefore, how to properly model the noise for subspace clustering problem is a crucial issue.

To alleviate this problem, we borrow a fundamental result from the probability theory that almost any distribution can be well approximated by a mixture of a suitable number of Gaussian type distributions. Namely, we employ the mixture of Gaussian (MoG) model to describe the real noise accurately, rather than assuming some specific distribution for the noise. As for the regularization term, we simply choose the Frobenious norm solution among the candidates. The reasons are two-fold. First, we want to demonstrate the effect of noise modeling on subspace clustering. So a simple regularization on \( Z \) can better exhibit such an effect. Second, it makes the computational procedure much easier with the Frobenious norm on \( Z \). For example, we can use the traditional Expectation Maximization (EM) algorithm to find the solution from our new subspace clustering model. We prove that the proposed model holds the grouping effect [22] for correlated data points, which encourages the coefficients of correlated data pints are approximately equal. How to determine the number of Gaussians \( K \) is another crux problem. Aside from empirically fixing \( K \), we proposed a model selection strategy to estimate \( K \) inspired by [23], [24]. Besides, we prove the asymptotic properties of our model for fixed \( M \) and \( K \) in the spirit of [25].

In summary, we list the outline of the contributions as follows:

- We present a novel subspace clustering approach called Mixture of Gaussian Regression (MoG Regression), which is used to find a good affinity matrix.
- We prove that MoG Regression has the grouping effect, which is important for subspace clustering.
- We provide a model selection method based on the minimum message length (MML) criterion to estimate the numbers of Gaussian components.
- The asymptotic properties of our model is shown.

The remainder of the paper is organized as follows. In Section II, we motivate and introduce the MoG Regression method in detail for clustering data. In Section III we prove that the proposed model possesses the grouping effect. The asymptotic property is shown in section IV. Based on MML, we show how to estimate \( K \) in section V. Section VI provides the experimental results on motion segmentation, hand-written digits clustering, and complex face clustering to evaluate and demonstrate the superiority of MoG Regression. We relegate the main steps of proof to section VIII. Partial results of this paper appear in our conference version [26].

II. SUBSPACE CLUSTERING VIA MOG REGRESSION

As described in [27], we model the subspace clustering issue as the following optimization problem:

\[
\min_{Z, E} \mathcal{L}(E) + \mathcal{R}(Z), \\
\text{s.t. } X = XZ + E,
\]

where \( \mathcal{L}(E) \) is to be described the noise in the loss function, and \( \mathcal{R}(Z) \) is the regularization term to impose some desired properties on the representation matrix \( Z \).

In fact, the noise is a nuisance, that may spoil the ability of (1) to cluster the real subspaces. So, it becomes significant importance that how to describe noise in subspace clustering problems when we face the unknown complex noise. Lu et al. [27] proposed Correntropy Induced L2 (CIL2) graph, which uses correntropy to process non-Gaussian and impulsive noise for robust subspace clustering, and the effectiveness is demonstrated by experiments of face clustering under various types of corruptions and occlusions. In fact, the variation of the width of kernel function makes the behavior of Correntropy Induced Metric changes between \( \ell_0, \ell_1 \), and \( \ell_2 \) norms, which is effective for many types of noise but not for general noise anyway. However, as Liu et al. [28] pointed that the correntropy strategy is more suitable for the impulsive noise environment, which may cripple the performance of clustering by correntropy induced metric [27] if the noise is out of specified type.

Inspired by the probability theory that almost any continuous density can be approximated by using sufficient number of Gaussians to arbitrary accuracy. We therefore propose a novel clustering method called MoG Regression, which employs MoG to characterize the general noise for robust subspace clustering.

We assume that each column \( e_n (n = 1, \ldots, N) \) of \( E \) follows the MoG distribution, i.e.,

\[
p(e_n) = \sum_{k=1}^K \pi_k N(e_n | 0, \Sigma_k),
\]
where $K$ is the number of Gaussian components and $\pi_k$ denotes the mixing weight which is satisfy with the constrain $\pi_k \geq 0$ and $\sum_{k=1}^{K} \pi_k = 1$. $N(\mathbf{e}_n | 0, \Sigma_k)$ is denoted the zero-mean multivariate Gaussian distribution, with $\Sigma_k (k = 1, 2, \ldots, K)$ representing the invertible and symmetrical covariance matrix.

It is analogous to the classical regression analysis that the columns of $E$ are assumed to be independently and identically distributed in the MoG Regression setting. Thus we have

$$p(E) = \prod_{n=1}^{N} \sum_{k=1}^{K} \pi_k N(\mathbf{e}_n | 0, \Sigma_k).$$

(2)

In the general MoG model, our mission is to find $\pi = (\pi_1, \ldots, \pi_K)^T$ and $\Sigma = (\Sigma_1, \ldots, \Sigma_K)$ that maximize $p(E)$, which is also equivalent to minimizing the negative log-likelihood function that is defined as

$$- \ln p(E) = - \sum_{n=1}^{N} \ln \left( \sum_{k=1}^{K} \pi_k N(\mathbf{e}_n | 0, \Sigma_k) \right).$$

(3)

If we use $L(E) = - \ln p(E)$ to replace the Frobenius norm that is related to the reconstruction error term in the LSR model, then the proposed MoG Regression method can be formulated as follows:

$$\min_{\mathbf{Z}, \pi, \Sigma} - \sum_{n=1}^{N} \ln \left( \sum_{k=1}^{K} \pi_k N(\mathbf{e}_n | 0, \Sigma_k) \right) + \lambda \| \mathbf{Z} \|^2_F.$$

(4)

$$\text{s.t. } \mathbf{X} = \mathbf{XZ} + \mathbf{E}, \text{diag}(\mathbf{Z}) = 0,$$

$$\pi_k \geq 0, \Sigma_k \in \mathbb{S}^+, k = 1, \ldots, K, \sum_{k=1}^{K} \pi_k = 1,$$

where $\lambda > 0$ is the regularization parameter, $\mathbb{S}^+$ is denoted the set of symmetrical positive definite (SPD) matrices and the constraint $\text{diag}(\mathbf{Z}) = 0$ discourages using a sample to represent itself. Here we simply choose the Frobenius norm of $\mathbf{Z}$ as the regularization term. As declared before, we chose the Frobenious norm on $\mathbf{Z}$ that can not only reduce the computation cost but also expose the the effect of MoG regression based noise modeling on subspace clustering.

A natural way to capture the solution of (4) may be the powerful EM algorithm [29], [30], which finds the maximum-likelihood estimate of the parameters iteratively. Its procedure starts from an initial guess and iteratively runs an expectation (E) step, which evaluates the posterior probabilities using currently known parameters, and a maximization (M) step, which will re-estimate the parameters based on the probabilities calculated in the E step. The iterations will stop until some convergence criteria are satisfied [31]–[33]. Integrating the traditional processes of the EM algorithm, we can obtain the solution of problem (4) in the following three main steps.

First, we initialize the representation matrix $\mathbf{Z}$, mixing weighting $\pi_k$, and covariance matrices $\Sigma_k$, for $k = 1, \ldots, K$.

In the E-step, we compute the posterior probabilities based on the current parameters:

$$\gamma_{n,k} = \frac{\sum_{n=1}^{N} \pi_k N(\mathbf{e}_n | 0, \Sigma_k)}{\sum_{j=1}^{K} \sum_{n=1}^{N} \pi_j N(\mathbf{e}_n | 0, \Sigma_j)},$$

where $\mathbf{e}_n = \tilde{\mathbf{X}}_n \mathbf{z}_n - \mathbf{x}_n$ and $\tilde{\mathbf{X}}_n$ is a copy of $\mathbf{X}$ except that the $n$-th column is 0.

In the M-step, we want to minimize the log likelihood with respect to the parameters, using the current posterior probabilities.

To find $\Sigma_k$, $k = 1, 2, \ldots, K$, we should solve the following optimization problem

$$\min_{\Sigma_k} - \sum_{n=1}^{N} \ln \left( \sum_{k=1}^{K} \pi_k N(\mathbf{e}_n | 0, \Sigma_k) \right) \quad \text{s.t. } \Sigma_k \in \mathbb{S}^+.$$

(5)

Letting the derivative of the objective function with respect to $\Sigma_k$ to be zero, we obtain

$$\Sigma_k = \frac{1}{\gamma_{n,k}} \left( \sum_{n=1}^{N} \frac{\pi_k N(\mathbf{e}_n | 0, \Sigma_k)}{\sum_{j=1}^{K} \pi_j N(\mathbf{e}_n | 0, \Sigma_j)} \mathbf{e}_n \mathbf{e}_n^T + \epsilon I \right),$$

where $\epsilon > 0$ is a small regularization parameter to avoid that the determinant of $\Sigma_k$ equals to zero.

Each mixing weighting $\pi_k$, $k = 1, 2, \ldots, K$, is updated by solving

$$\min_{\pi_k \geq 0} - \sum_{n=1}^{N} \ln \left( \sum_{k=1}^{K} \pi_k N(\mathbf{e}_n | 0, \Sigma_k) \right) + \beta \left( \sum_{k=1}^{K} \pi_k - 1 \right),$$

where $\beta > 0$ is the Lagrangian multiplier. We find $\beta = N$ and accordingly

$$\pi_k = \frac{1}{N} \sum_{n=1}^{N} \frac{\pi_k N(\mathbf{e}_n | 0, \Sigma_k)}{\sum_{j=1}^{K} \pi_j N(\mathbf{e}_n | 0, \Sigma_j)}.$$

(6)

Each column of $\mathbf{Z}$ is found by solving the following problem:

$$\min_{\mathbf{z}_n} - \sum_{k=1}^{K} \ln \left( \sum_{k=1}^{K} \pi_k N(\mathbf{e}_n | 0, \Sigma_k) \right) + \lambda \| \mathbf{z}_n \|^2_F.$$

(7)

By setting the derivative of above object function with respect to $\mathbf{z}_n$ to zero, we obtain

$$\mathbf{z}_n = \left( \sum_{k=1}^{K} \frac{\pi_k N(\mathbf{e}_n | 0, \Sigma_k) \tilde{\mathbf{X}}_n^T \Sigma_k^{-1} \tilde{\mathbf{X}}_n + 2\lambda I}{\sum_{j=1}^{K} \pi_j N(\mathbf{e}_n | 0, \Sigma_j)} \right)^{-1} \mathbf{b}_n,$$

where

$$\mathbf{b}_n = \frac{\sum_{k=1}^{K} \pi_k N(\mathbf{e}_n | 0, \Sigma_k) \tilde{\mathbf{X}}_n \Sigma_k^{-1} \mathbf{x}_n}{\sum_{j=1}^{K} \pi_j N(\mathbf{e}_n | 0, \Sigma_j)}.$$

Then we plug the renewed $\Sigma_k$, $\pi_k$ ($k = 1, 2, \ldots, K$), and $\mathbf{Z}$ in (4) for the next round iteration. The optimization procedure for solving (4) is summarized in Algorithm 1.

**A. MoG Regression for Subspace Clustering**

Similar to the previous methods [15]–[17], our clustering method belongs to the based spectral clustering theory [20], [34] as well. After solving the MoG Regression problem (4), the desired representation matrix $\mathbf{Z}$ is found. We define the affinity matrix as

$$C = | \mathbf{Z} | + | \mathbf{Z}^T |,$$
where each value of entry \( C_{ij} \) in \( C \) measures the similarity between data points \( x_i \) and \( x_j \).

We illustrate the affinity matrices of 10 subjects clustering derived by SSC, LRR, LSR, CASS, CIL2, and the proposed MoG Regression, respectively with Figure 1 on the AR database, where the facial variations, illumination variations, and occlusions can be regarded as complex noise added to the original images. We notice that the affinity matrices derived by SSC and CASS are sparse, which due to the sparsity regularization, but the correlations within clusters are weak. So they may be less ability of grouping data points in the same cluster. On contrast, the affinity matrices derived by LRR, LSR, CIL2, and MoG Regression are very dense. The value of representation coefficients within clusters are large, which means each datum is represented as a linear combination of other data rather than by itself. Next, we will show the grouping effect for correlated data. Now, we declare the grouping effect of MoG Regression as follows.

In the end, we employ the famous Normalize Cut [18] strategy on the affinity matrix \( C \) to produce the final clustering results.

### III. THE GROUPING EFFECT

In this section we will theoretically expound the validity of the proposed MOG regression model for subspace clustering. A regression method shows the grouping effect if the coefficients of a group of correlated data tend to be equal. In [22], [35] the grouping effect is detailed studied. The validity of clustering come from the grouping effect for the models in [17], [19], [27] has been proved. In this section we will show that our proposed MoG Regression model also possesses the grouping effect for correlated data. Now, we declare the grouping effect of MoG Regression as follows.

**Theorem 3.1:** Given a sample point \( x \in \mathbb{R}^M \), the normalized data matrix \( X \) and the regularization parameter \( \lambda \), let \( \hat{z} \) be the optimal solution to

\[
\min_{z} \ - \ln \left( \sum_{k=1}^{K} \pi_k N(z \mid 0, \Sigma_k) \right) + \lambda \| z \|^2, \tag{8}
\]

then there exists a constant \( a \) such that

\[
| \hat{z}_i - \hat{z}_j | \leq a \sqrt{\frac{1 - \rho}{2}},
\]

where \( \rho = \cos(x_i, x_j) \). Here we denote \( \hat{z}_i \) and \( \hat{z}_j \) as the \( i \)-th and \( j \)-th entries of vector \( \hat{z} \), and \( x_i \) and \( x_j \) as the \( i \)-th and \( j \)-th columns of \( X \), respectively.

From the above **Theorem 3.1** we can see that, if \( x_i \) and \( x_j \) are highly correlated, i.e. \( \rho \) is close to 1, then the upper bound of the difference between \( \hat{z}_i \) and \( \hat{z}_j \) approaches 0. In this case, \( x_i \) and \( x_j \) would be grouped into the same cluster due to the grouping effect, which encourages the clustering performance.

In order to show the relevence level between a appointed datum and other points, we impose a constrain that \( \text{diag}(Z) = 0 \) which means each datum is represented as a linear combination of other data rather than by itself. Next, we will show that the solution of (4) obeys this constrain.

**Theorem 3.2:** Given the data matrix \( X \), for \( i = 1, \ldots, n \), let \( X_{-i} = (x_1, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_n) \), the solution of optimal problem (8) in **Theorem 3.1** satisfies \( z_{ii} = 0 \). Furthermore, we get \( \text{diag}(Z) = 0 \) for the problem (4).

### Table I

The contrast (%) of affinity matrices in Figure 1

<table>
<thead>
<tr>
<th></th>
<th>SSC</th>
<th>LRR</th>
<th>LSR</th>
<th>CASS</th>
<th>CIL2</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>73.31</td>
<td>55.41</td>
<td>52.10</td>
<td>75.18</td>
<td>76.35</td>
<td>80.32</td>
<td></td>
</tr>
</tbody>
</table>
Before the demonstration is shown, it is necessary to introduce a lemma [36], [37] which will be used during the process of proof.

**Lemma 3.1:** Assuming that the matrix \( R_1 \) is nonsingular, then the matrix

\[
R = \begin{pmatrix} R_1 & R_2 \\ R_3 & R_4 \end{pmatrix}
\]

is invertible if and only if the Schur complement \( R_4 - R_3 R_1^{-1} R_2 \) of \( R_1 \) is invertible, and the following matrix

\[
\begin{pmatrix} \tilde{R}_1 & \tilde{R}_2 \\ \tilde{R}_3 & \tilde{R}_4 \end{pmatrix}
\]

is the inverse of \( R \). Where

\[
\begin{aligned}
\tilde{R}_1 &= R_1^{-1} + R_1^{-1} R_2 (R_4 - R_3 R_1^{-1} R_2)^{-1} R_3 R_1^{-1} \\
\tilde{R}_2 &= -R_1^{-1} R_2 (R_4 - R_3 R_1^{-1} R_2)^{-1} \\
\tilde{R}_3 &= -(R_4 - R_3 R_1^{-1} R_2)^{-1} R_3 R_1^{-1} \\
\tilde{R}_4 &= (R_4 - R_3 R_1^{-1} R_2)^{-1}
\end{aligned}
\]

We list the proof of Theorem 3.2 in the appendix. This result shows that our operation is valid which meets the constrain \( \text{diag}(Z) = 0 \) in problem (4).

IV. ASYMPTOTIC PROPERTY

In fact, our method is similar to [15]–[17], [19], [27] belong to the self reconstruction category which needs the data points to be independent and identically distributed \((i.i.d)\) in model (4). We assume that the number of mixture Gaussian components \( k \) and the dimension of each data point \( M \) are fixed. Let \( \theta_{Z}^{ini} \) and \( \theta_{Z}^{opt} \) denote the initial value and the true parameter value of \( Z \), where \( \theta_{Z}^{ini} = (z_1^{ini}, \ldots, z_N^{ini}) \) and \( \theta_{Z}^{opt} = (z_1, \ldots, z_N) \). In the spirit of [25], [38], we obtain the following result.

**Theorem 4.1:** Let \( Z \in \mathbb{R}^{M \times N} \) be the error matrix with independent and identically distributed \((i.i.d)\) in model (4), and keep \( k \) and \( M \) invariably. If \( \frac{\lambda}{\sqrt{N}} = o(1) \), \( \theta_{Z}^{ini} - \theta_{Z}^{opt} = O_p \left( \sqrt{\frac{N}{d}} \right) \), then, under the regularity conditions

\( (A) - (C) \) [25] on (7), then the local minimizer \( \theta_{Z}^{ini} \) of model (7) holds

\[
\sqrt{N} (z_i^{ini} - z_i^{opt}) \xrightarrow{d} N \left( 0, I_s \left( z_i^{opt} \right)^{-1} \right), \ i = 1, \ldots, N \quad (9)
\]

Where the notions \( O_p \) and \( \xrightarrow{d} \) denote the order to be equal in probability, and convergence in distribution [39] respectively, and \( I_s (\cdot) \) denotes the information matrix [39].

V. A STRATEGY FOR FINDING THE NUMBER OF MIXTURE COMPONENTS

So far, we assume the number of the components \( K \) is fixed by empirical value. Inspired by [23], [24], [40] we provide a strategy to estimation the number of components \( K \) based on the minimum message length (MML) criterion [41], [42]. For the sake of self-contained, we give a glance of MML criterion.

To formalize the MML ideal, we notice that the equation (2) can be viewed as \( p(E|\Theta) \) which agrees with MML criterion.

\[
\Theta = (\pi_1, \ldots, \pi_K, \Sigma_1, \ldots, \Sigma_K)
\]

(10)

In the spirit of [41], [42], the parameter estimation issue boils down a transmission encoding problem. If you can find a short code for the provide data, you will obtain a good data generation mode [41], [43], [44]. This leads to

\[
\text{length} (E, \Theta) = \text{length} (E | \Theta) + \text{length} (\Theta)
\]

(11)

where \( \text{length} (E, \Theta) = -\ln p(E, \Theta) \). In this context, the finite code length can only be obtained by quantizing the parameter \( \Theta \) to finite precision after we undergo a loop of finding \( Z \). In fact, a fine precision is truncated, \( \text{length} (\Theta) \) may be large, but \( \text{length} (E | \Theta) \) will be large because \( \Theta \) departs from the optimal value [24]. In [24], the Taylor approximation method is used to balance the optimal quantization. In this case the optimal \( \Theta \) is found by

\[
\hat{\Theta} = \arg \min_{\Theta} \left\{ -\ln p(\Theta) - \ln p(E | \Theta) \right\}
\]

\[
+ \frac{1}{2} \ln |F(\Theta)| + \frac{D(\Theta)}{2} \left( 1 + \ln \frac{1}{12} \right)
\]

(12)
where \(|F(Θ)|\) denotes the determinant of the expected Fisher information matrix and \(D(Θ)|\) denotes the dimension of the parameter \(Θ\).

We adopt the approach in [24], which allows equation (12) to be rewritten as the following equivalent problem:

\[
\hat{Θ} = \arg \min_{Θ} \{-\ln p(Θ) - \ln p(E | Θ) + \frac{1}{2} \ln |F_c(Θ)| + \frac{D(Θ)}{2} \left(1 + \ln \frac{1}{12}\right)\}
\]

(13)

where \(F_c(Θ)\) denotes the expected complete Fisher information matrix that is shown

\[
F_c(Θ) = \text{diag}(\pi_1 \sum_{i=1}^{n} F_i(Σ_1), \cdots, \pi_K \sum_{i=1}^{n} F_i(Σ_K), nM)
\]

\(F(Σ_k)\) is the Fisher information matrix of the \(i\)th observation for the \(k\)th component, and \(M\) is the Fisher information matrix of the multinomial distribution, that is \(M = \text{diag}(\pi_1, \cdots, \pi_K)^{-1}\) [45]. We adopt the same setting with [24] for the distributions \(p(Σ_k)\) \((k = 1, \cdots, K)\) and \(p(\pi_1, \cdots, \pi_K)\). Furthermore, let \(K_{no}\) denote the number of non-zero components and \(D\) denote the dimensionality of covariance matrix \(Σ_k\) \((k = 1, \cdots, K)\). We have

\[
\hat{Θ} = \arg \min_{Θ} \mathcal{L}(Θ, Z)
\]

\[
= \arg \min_{Θ} \left\{ \frac{D}{2} \sum_{k: \pi_k > 0} \ln \left(\frac{n \pi_k}{12}\right) + \frac{K_{no}}{2} \ln \left(\frac{n}{12}\right) + \frac{K_{no}(D + 1)}{2} - \sum_{n=1}^{N} \ln \left(\sum_{k=1}^{K} \pi_k \mathcal{N}(e_n | 0, Σ_k)\right) \right\}
\]

\[
s.t. \ \pi_k \geq 0, Σ_k \in \mathbb{S}^+, k = 1, \ldots, K, \sum_{k=1}^{K} \pi_k = 1
\]

(14)

in our particular case. \(Θ\) is the same as (10).

Based on this preparatory work, we will discuss how to determine the numbers of the Gaussian components. Notice that the optimal problem (14) is equal to use a symmetric improper Dirichlet type prior which is conjugate to multinomial likelihoods [46]. Therefore, the modified estimation mixing weight is

\[
\pi_k^{\text{new}} = \frac{\max\{0, \sum_{n=1}^{N} \gamma_{n,k} - \frac{D}{2}\}}{\sum_{k=1}^{K} \max\{0, \sum_{n=1}^{N} \gamma_{n,j} - \frac{D}{2}\}}
\]

(15)

From the (16), it shows whether the \(k\)th component is annihilated. Once the required support \(\frac{D}{2}\) can not be reached from the provide data, the mixing weight \(\pi_k\) equals to zero. In this scenario, the corresponding component is removed. Thus we can estimate the number of the components. As discussed in [24], [40], we should provide both the maximum \(K\) and the minimum \(K\). If we begin with a large \(K\), which leads to several empty components. To avoid this singular case, we use the component-wise EM procedure [24], [47]. The crucial difference between the modified EM algorithm and the older version in that the formulation (6) is replaced by formulation (16). We list the modified EM in algorithms 2. Each iterative \(t\) runs the component-wise \(E\) and \(M\) step. If one of the components is removed, the parameters are updated accordingly, until \(|Δ\text{Lenth}|\) is below a given threshold. In this case, if the current length is not more than the \(\text{Lenth}_{\text{min}}\) (the current parameters, coefficient matrix, and length are assigned to \(Θ_{\text{min}}, Σ_{\text{min}}\) and \(L(Θ^{\text{new}}, Z^{\text{new}})\) respectively). For sake of exploring the full range of \(K^+\), the less populated component is artificially removed, run the component-wise EM procedure again in spirit of [24].

We evaluate this tentative EM strategy on the contaminated Extended Yale Face Dataset B, and compare it with the algorithm 1. Although the modified EM algorithm 2 provides a way for automatically selecting the number of Gaussian components rather than by empirical value. The price it pays is more heavier computational burden than the common EM algorithm [24].

VI. EXPERIMENTS

In this section, we evaluate the proposed MoG Regression model for clustering on the Hopkins 155 database [48], the Rotated MNIST Dataset [49], the AR database [50], and the Extended Yale Face Dataset B [51]. Experimental results demonstrate that the proposed method is valid and robust to noise in motion segmentation, handwritten digits clustering, and complex face clustering.

We also run SSC [15], LRR [16], LSR [17], CASS [19], and CIL2 [27] on these datasets. Meanwhile, we tune the parameters of each method so that every model achieves its best performance, and the clustering accuracy [15] is employed in quantitative evaluation.

\[
\text{clustering accuracy} = 1 - \frac{\text{misclustered points}}{\text{total data points}} \times 100\%
\]

The comparison results show that our approach outperforms the mentioned five state-of-the-art methods.

A. Hopkins 155 Database

The Hopkins 155 motion segmentation database [48] that contains altogether 155 video sequences. Thereinto, 120 of the videos contain 2 motions, and the rest of the videos have 3 motions. On average, there are 266 feature trajectories and 30 frames in each sequence of the 2 motions, and 398 feature trajectories and 29 frames in each sequence of the 3 motions. For each video sequence, the task of subspace clustering is to group the point trajectories. In this situation, we will record the average accuracy over 2 motions and 3 motions videos respectively.

Firstly, we use PCA method to reduce the dimensionality of the data matrix. Then we test the proposed MoG Regression method on each video sequence. Some motion segmentation visually results of our approach are shown in Figure 2, where motions of different objects and background trajectories can be accurately segmented.

Table II lists the average clustering accuracies of different methods. We can see that MoG Regression achieves significantly higher accuracies than the other methods.
Algorithm 2: Finding the solution of (4) by modified EM based on MML

Initialize: input data matrix $X$, covariance matrices $\Sigma_k$, $\pi_k$, parameter $\lambda$, threshold value $\epsilon$, initial representation matrix $Z^{old}$, and the components number $K_{min}$ and $K_{max}$

output: The minimum length mixture model: The coefficient matrix $Z$, $K^+$

Set $t \leftarrow 0$, $K^+ \leftarrow K_{max}$, $Lenth_{min} \leftarrow +\infty$

while $K^+ \geq K_{min}$ do

repeat

$t = t + 1$;

for $k = 1$ to $K_{max}$ do

E-step: Compute $\gamma_{n,k}$:

$$\gamma_{n,k} = \frac{\sum_{n=1}^{N} \pi_k \mathcal{N}(\tilde{e}_n | 0, \Sigma_k)}{\sum_{j=1}^{K} \sum_{n=1}^{N} \pi_j \mathcal{N}(\tilde{e}_n | 0, \Sigma_j)}$$

where $\tilde{e}_{n}^{old} = X_n X_n^{old} - x_n$.

M-step:

$$\pi_k^{mnew} = \frac{\max\{0, \sum_{n=1}^{N} \gamma_{n,k} - \frac{D}{2}\}}{\sum_{j=1}^{K} \max\{0, \sum_{n=1}^{N} \gamma_{n,j} - \frac{D}{2}\}}$$

if $\pi_k^{mnew} > 0$

$$\Sigma_k^{mnew} = \frac{1}{\gamma_{n,k}} \left( \sum_{n=1}^{N} \frac{\pi_k^{mnew} \mathcal{N}(\tilde{e}_n | 0, \Sigma_k)}{\pi_j^{mnew} \mathcal{N}(\tilde{e}_n | 0, \Sigma_j)} \tilde{e}_n^{old} \tilde{e}_n^{old}^\top \right) + I$$

else

$K^+ = K^+ - 1$

end if

end for

update $Z$

$$Z_n^{new} = \left( \sum_{k=1}^{K} \pi_k^{mnew} \frac{X_n^\top (\Sigma_k^{mnew})^{-1} X_n}{\sum_{j=1}^{K} \pi_j^{mnew} \xi_j} + 2M \right)^{-1} b_n,$$

where

$$b_n = \sum_{k=1}^{K} \pi_k^{mnew} \frac{X_n^\top (\Sigma_k^{mnew})^{-1} x_n}{\sum_{j=1}^{K} \pi_j^{mnew} \xi_j}.$$ 

and

$$\xi_k = \pi_k^{mnew} \mathcal{N}(\tilde{e}_n^{old} | 0, \Sigma_k^{mnew}), \quad \xi_j = \pi_j^{mnew} \mathcal{N}(\tilde{e}_n^{old} | 0, \Sigma_j^{mnew}).$$

$$Z^{old} \leftarrow Z^{new}$$

Compute the optimal length using the new parameters and $Z$:

Compute the length $\mathcal{L}(\Theta^{mnew}, Z^{new})$ via (14)

until $|\Delta Lenth| \leq \epsilon$

if $\mathcal{L}(\Theta^{mnew}, Z^{new}) < Lenth_{min}$

$\Theta_{min} \leftarrow \Theta^{mnew}$

$Lenth_{min} \leftarrow \mathcal{L}(\Theta^{mnew}, Z^{new})$

end if

$k = \arg\min_k \{\pi_k^{mnew}\}$

$\pi_k^{mnew} \leftarrow 0$

$K^+ \leftarrow K^+ - 1$

end while

Using the representation matrix $Z$ to cluster

C. AR Dataset

The AR database [50] consists of over 4,000 facial images corresponding to 126 subjects which include 70 men and 56 women. For each subject, there exist 26 facial images be taken in two separate sessions. These images suffer severely different facial variations, including various facial expressions such as neutral, smile, anger, and scream, illumination variations (left light on, right light on, and all side lights on), and varying degrees of occlusion by sunglasses or scarf.

We design two subspace clustering tasks by selecting first 5 and 10 subjects based on this dataset, respectively. The clustering results on the AR database of different algorithms are recorded in Table IV. We can see that the performance of MoG Regression method for subspace clustering is superior to the other methods in both clustering tasks. This is because MoG Regression has both a strong grouping effect on this

MNIST dataset [52] and then transformed them into more challenging images by adding some random noises into the original pictures. Figure 3 shows some example images from the dataset.

In order to alleviate memory consumption in our experiments, we randomly select 10 images for each digit to build a subset, thus the candidate dataset contains 100 samples. The experiment results are reported in Table III, which declares that the advantage of our method is notable. This experiment also shows that when the data are corrupted with non-Gaussian or complex noise, the proposed method is more capable of clustering the underlying subspaces with the help of MoG.

Fig. 2. Exemplar results of motion segmentation on the Hopkins 155 Database. (a) Checkerboard. (b) Cars. (c) People.

Fig. 3. Examples of the MNIST-back-rand database, where digits are corrupted with random noise.
TABLE IV
THE CLUSTERING ACCURACIES (%) ON THE AR DATABASE.

<table>
<thead>
<tr>
<th></th>
<th>SSC</th>
<th>LRR</th>
<th>LSR</th>
<th>CASS</th>
<th>CIL2</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 subjects</td>
<td>83.05</td>
<td>84.41</td>
<td>87.69</td>
<td>78.46</td>
<td>85.38</td>
<td>93.85</td>
</tr>
<tr>
<td>10 subjects</td>
<td>75.06</td>
<td>78.54</td>
<td>63.07</td>
<td>77.69</td>
<td>80.39</td>
<td>88.85</td>
</tr>
</tbody>
</table>

challenging database and reasonably model the noise, which can be seen in Figure 1.

D. Extended Yale Face Dataset B

There are total 2,414 frontal face images of 38 subjects in the Extended Yale Face Dataset B [51], and each subject consists of 64 images under various lighting, poses, and illumination conditions. In order to further show the ability of MOG model for describing the noises, we add the noise on each image by replacing random its pixels with samples from a uniform distribution on the interval from 0 to 255 [27], and the percentage of corrupted pixels range from 10% to 100%. In order to reduce the computational cost and memory requirements, we tailor the grayscale images to a resolution of 32 × 32 pixels.

![Fig. 4. Examples of the corrupted face images from the Yale dataset database, each row pictures show 10%, 20%, 30%, 40% of pixels corrupted from top to bottom, respectively.](image)

The clustering accuracies of all methods on the corrupted Extended Yale B database are reported by Figure 5.

From Figure 5 we can see that the proposed method performs much better when face images are randomly contaminated at a level from 10% to 40%, exhibiting better adaptability and greater robustness in noise situation. When the percentage of corrupted pixels is over than 60%, the discriminative information are destructive damaged, thus will weaken the performance of all methods.

If the pixels are corrupted over 40% the accuracies are less than 40%. As a consequence, we compare the $K$, accuracies obtained by algorithm 1 with algorithm 2 on the data set that the pixels are corrupted not more than 40%. Fig 4 shows some examples. Fig 6 reveals the experimental results. We take $K_{\text{min}} = 1$ and $K_{\text{max}} = 25$ for iteration. It can be seen that, the number of Gaussian components of both two algorithms are increase when the level of the pixels corruption is high. While the accuracies obtained by these two algorithms go down when the pixels corruption has high level. In the case of 10% and 20% pixels are corrupted, the estimated $K$ is 2 that equals to the empirical value. In case of 30% and 40% pixels are corrupted, the estimated values of $K$ are 3 and 4 respectively. In this case the empirical values of $K$ are 4 and 5. The accuracies that obtained by empirical values $K$ have relatively small deviations from the accuracies that obtained by MML based. If the data contains simple unknown noise we advocate to use the empirical value $K$. When the data surfers from serious corruption, we need more Gaussian components to approximate the unknown noises. In this scenario using the explorative method is seems blind. Notice that the accuracies between MML based EM algorithm and the common EM algorithm are different under the optimal $K$ estimated by MML based EM algorithm. The reason is that the update mechanism of mixing weights and covariance matrixes MML based is different from the common EM algorithm.

![Fig. 5. The clustering accuracies (%) with pixel corruption on the Extended Yale B database.](image)

II. CONCLUSIONS

In this paper, we propose a new subspace clustering method by employing the MoG model to describe the distribution of complex noise. In fact, the SSC, LRR, LSR, CASS, CIL2, and MOG are all reconstruction based methods for subspace clustering by computing a reconstruction matrix which is also called coefficient matrix. Using the model (1) can be written in a unified form. The models SSC, LRR, LSR, and CASS describe the noise as the unimodal Gaussian or sparse type, while the CIL2 borrows the ideal of [28] which deals with the non-Gaussian noise especially for impulsive noise. In real scenario, the noise goes beyond the Gaussian or impulsive types. Inspired by the property of mix Gaussian distribution, we use MOG model to group the subspaces. One hand,
Our proposed model can characterize the complex noise by the property mix Gaussian model, on the other hand we give the theoretical analysis shows that the MoG Regression model maintains the grouping effect. The experiments on motion segmentation, handwritten digits clustering, and complex face clustering demonstrate the superiority of our proposed method, regarding stability and robustness in handling general noise, over the state-of-the-art subspace clustering methods, SSC, LRR, LSR, CASS, and CIL2 which assume Gaussian or sparse noise or impulsive type. In the future, we will deal with the accelerating aspect of the solution for MoG Regression.

VIII. APPENDIX

Proof of theorem 3.1:

Proof: Let

\[ f(z) = -\ln \left( \sum_{k=1}^{K} \pi_k N(Xz - x \mid 0, \Sigma_k) \right) + \lambda \parallel z \parallel^2. \]

Since \( \hat{z} = \arg \min_z f(z) \), we have

\[ \frac{\partial f(z)}{\partial z} \bigg|_{z=\hat{z}} = 0. \]

This gives

\[ x_i^\top \left( \sum_{k=1}^{K} \xi_k \Sigma_k^{-1} \right) (X \hat{z} - x) + 2\lambda \hat{z}^i = 0, \]

and

\[ x_j^\top \left( \sum_{k=1}^{K} \xi_k \Sigma_k^{-1} \right) (X \hat{z} - x) + 2\lambda \hat{z}^j = 0, \]

where \( \xi_k = \pi_k N(Xz - x \mid 0, \Sigma_k) \).

From the above two equations for \( \hat{z}^i \) and \( \hat{z}^j \) we deduce that

\[ \hat{z}^i - \hat{z}^j = \frac{(x_i^\top - x_j^\top) \left( \sum_{k=1}^{K} \xi_k \Sigma_k^{-1} \right) (X \hat{z} - x)}{2\lambda \sum_{k=1}^{K} \xi_k}. \]

Note that

\[ \left\| \sum_{k=1}^{K} \xi_k \Sigma_k^{-1} \right\|_2 \leq \sum_{k=1}^{K} \xi_k \parallel \Sigma_k^{-1} \parallel_2 \]

\[ \leq \left( \max_k \parallel \Sigma_k^{-1} \parallel_2 \right) \sum_{k=1}^{K} \xi_k. \]

So we get

\[ | \hat{z}^i - \hat{z}^j | \leq \frac{\parallel x_i - x_j \parallel_2 \cdot \parallel X \hat{z} - x \parallel_2 \cdot \left( \max_k \parallel \Sigma_k^{-1} \parallel_2 \right)}{2\lambda}. \]

Note that \( \hat{z} \) is a minimizer of \( f(z) \). So we have

\[ f(\hat{z}) \leq f(0), \]

which yields

\[ \ln \left( \sum_{k=1}^{K} \pi_k N(X \hat{z} - x \mid 0, \Sigma_k) \right) \geq \ln \left( \sum_{k=1}^{K} \pi_k N(x \mid 0, \Sigma_k) \right). \]

On the other hand, if we define

\[ V = \arg \max_k \pi_k \]

and

\[ S = \arg \max_k N(X \hat{z} - x \mid 0, \Sigma_k), \]

then we get

\[ \ln (K \pi_V N(X \hat{z} - x \mid 0, \Sigma_S)) \geq \ln \left( \sum_{k=1}^{K} \pi_k N(x \mid 0, \Sigma_k) \right), \]

which is equivalent to

\[ \frac{(X \hat{z} - x)^\top \Sigma_S^{-1} (X \hat{z} - x)}{2} \]

\[ \leq \ln \left( \frac{K \pi_V}{\sqrt{2\pi}} \right) \Sigma_S^{-1} \left( \sum_{k=1}^{K} \pi_k N(Xz - x \mid 0, \Sigma_k) \right). \]

Since \( \Sigma_S^{-1} \) is a symmetric positive definite matrix, whose unitary similar matrix is a diagonal matrix, we can list the diagonal entries in descending order. Then We have

\[ | \Sigma_S |^{-1} = U^\top \begin{pmatrix} \lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_{\text{min}} \end{pmatrix} U, \]

Where \( U \) is the unitary matrix, \( \lambda_1 \geq \cdots \geq \lambda_{\text{min}} \) denote the eigenvalues of \( \Sigma_S^{-1} \). Thus we get

\[ (X \hat{z} - x)^\top \Sigma_S^{-1} (X \hat{z} - x) \]

\[ = (X \hat{z} - x)^\top U^\top \begin{pmatrix} \lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_{\text{min}} \end{pmatrix} U (X \hat{z} - x) \]

\[ \geq \lambda_{\text{min}} \parallel X \hat{z} - x \parallel^2. \]

It yields to

\[ \parallel X \hat{z} - x \parallel^2 \leq Q, \]
where

\[ Q = \frac{1}{\lambda_{\text{min}}} \ln \left( \frac{\mathbf{K}}{\pi} \right) \sum_{\mathbf{x} \in \mathcal{S}} | \mathbf{S}_{\mathbf{x}} |^{-1} \left( \sum_{k=1}^{K} \pi_{k} \mathcal{N} \left( \mathbf{x} - \mathbf{x}^{*} \right) \right)^{-1} \mathbf{Y} \mathbf{w} \]

(16)

Then we get

\[ | z^{i} - \tilde{z}^{i} | \leq a \sqrt{\frac{1 - \rho}{2}}, \]

(17)

where

\[ a = \left( \max_{k} \| \Sigma_{k}^{-1} \|_{2} \right) \sqrt{Q} \]

is a constant.

Proof of theorem 3.2:
Proof: The formulation of \( z_{n} \) in Algorithm 1 can be rewritten as the following compact form

\[ z_{n} = (\mathbf{X}^{T} \mathbf{D} \mathbf{X} + 2 \lambda \mathbf{I})^{-1} \mathbf{X} \mathbf{b}, \]

where

\[ \mathbf{D}_{n} = \sum_{k=1}^{K} \pi_{k} \mathcal{N} \left( \mathbf{X} \mathbf{z}_{n} - \mathbf{x} | 0, \Sigma_{k}^{-1} \right) \]

and

\[ \mathbf{b} = \sum_{k=1}^{K} \pi_{k} \mathcal{N} \left( \mathbf{X} - 0 | 0, \Sigma_{k}^{-1} \right) \mathbf{x}. \]

Since the \( n \)-th column of \( \mathbf{X} \) is 0, the invertible symmetry matrix \((\mathbf{X}^{T} \mathbf{D} \mathbf{X} + 2 \lambda \mathbf{I})^{-1}\) can be represented as the partitioned matrix form

\[ (\mathbf{X}^{T} \mathbf{D} \mathbf{X} + 2 \lambda \mathbf{I})^{-1} = \begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix}^{-1}, \]

where \( B_{11} \) and \( B_{22} \) are both invertible matrices.

Furthermore, \( B_{11} \) can be written as the block matrix

\[ B_{11} = \begin{pmatrix} \mathbf{B}_{11} & \mathbf{B}_{12} \\ \mathbf{B}_{21} & \mathbf{B}_{22} \end{pmatrix}^{-1}. \]

Similarly, \( B_{12} \) and \( B_{21} \) have the following form:

\[ B_{12} = \begin{pmatrix} \mathbf{B}_{12} \\ 0 \end{pmatrix}, \quad B_{21} = \begin{pmatrix} \mathbf{B}_{21} \\ 0 \end{pmatrix}. \]

On one hand, we obtain the inverse matrix \((\mathbf{A}^{T} \mathbf{D} \mathbf{A} + 2 \lambda \mathbf{I})^{-1}\) as

\[ (\mathbf{A}^{T} \mathbf{D} \mathbf{A} + 2 \lambda \mathbf{I})^{-1} = \begin{pmatrix} \mathbf{B}_{11} & 0 \\ 0 & \mathbf{B}_{22} \end{pmatrix}^{-1}, \]

where \( \tilde{B}_{11}, \tilde{B}_{12}, \tilde{B}_{21} \) and \( \tilde{B}_{22} \) can be computed by lemma 3.1 using \( B_{11}, B_{12}, B_{21} \) and \( B_{22} \). Here we omit the computation process.

On the other hand, \( \mathbf{X}^{T} \mathbf{b} \) can be written as

\[ (x_{1}^{T} \mathbf{b}, \ldots, x_{n-1}^{T} \mathbf{b}, x_{n+1}^{T} \mathbf{b}, \ldots, x_{M}^{T} \mathbf{b})^{T}, \]

Here, \( M \) is denoted the dimension of \( \mathbf{X} \).

2 Then we get the \( n \)-th element of \( x_{n}^{new} \),

\[ x_{n}^{new} = B_{n} \left( x_{1}^{T} b, \ldots, x_{n-1}^{T} b, x_{n+1}^{T} b, \ldots, x_{M}^{T} b \right), \]

which draws the conclusion that \( \text{diag}(\mathbf{Z}) = 0. \)

Proof of theorem 4.1:
Proof: let

\[ Q(z_{i}) = -\mathcal{L}(z_{i}) + \lambda \| z_{i} \|^{2}, \]

where \( -\mathcal{L}(z_{i}) \) replaces \( -\sum_{n=1}^{N} \ln \left( \sum_{k=1}^{K} \pi_{k} N \left( \mathbf{e}_{n} | 0, \Sigma_{k} \right) \right) \) for simplification.

Since \( z_{i}^{lm} \) is the local minimizer of \( Q(z_{i}) \), which reads

\[ 0 = \frac{\partial Q(z_{i})}{\partial z_{i}} \bigg|_{z_{i}=z_{i}^{lm}} = -\frac{\partial \mathcal{L}(z_{i})}{\partial z_{i}} \bigg|_{z_{i}=z_{i}^{lm}} + 2 \lambda z_{i}^{lm}, \]

(18)

We let \( \frac{\partial \mathcal{L}(z_{i}^{lm})}{\partial z_{i}} \) denote \( \frac{\partial \mathcal{L}(z_{i})}{\partial z_{i}} \big|_{z_{i}=z_{i}^{lm}} \). Thanks for the Taylor expansion, we obtain

\[ \frac{\partial \mathcal{L}(z_{i}^{lm})}{\partial z_{i}} = \frac{\partial \mathcal{L}(z_{i})}{\partial z_{i}} + \left( \frac{\partial^{2} \mathcal{L}(z_{i})}{\partial z_{i}^{2}} \right) \left( z_{i}^{lm} - z_{i} \right) \]

(19)

where \( z_{i}^{lm} \) belongs to the ball neighbourhood of \( z_{i} \) and \( I \) is a identity matrix of size \( M \times M \). Using (19), we rearrange the equation (18) that yields to

\[ 0 = -\frac{1}{n} \frac{\partial \mathcal{L}(z_{i}^{lm})}{\partial z_{i}} - \frac{1}{n} \left( \frac{\partial^{2} \mathcal{L}(z_{i})}{\partial z_{i}^{2}} \right) \left( z_{i}^{lm} - z_{i} \right) \]

\[ -\frac{1}{2n} \left( I \otimes (z_{i}^{lm} - z_{i}) \right) \left( \frac{\partial^{3} \mathcal{L}(z_{i})}{\partial z_{i}^{3}} \right) \left( z_{i}^{lm} - z_{i} \right) \]

\[ + \frac{2 \lambda}{n} \left( z_{i}^{lm} \right) \]

Now employing the regularity conditions \((A) - (C)\) [25], which reads

\[ \frac{1}{n} \left( \frac{\partial^{2} \mathcal{L}(z_{i})}{\partial z_{i}^{2}} \right) = -I \left( z_{i} \right) + o_{p} \]

(1)

where \( I \) is the information matrix at \( z_{i} \).

\[ \frac{1}{n} \left( \frac{\partial^{3} \mathcal{L}(z_{i})}{\partial z_{i}^{3}} \right) = O_{p}, \]

(1)

Notice the consistency of \( \theta_{mZ} \) - \( \theta_{Z} \) - \( O_{p} \left( N^{-2} \right) \), which means that \( \theta_{mZ} - \theta_{Z} = o_{p} \). Thus

\[ \frac{1}{2n} \left( I \otimes (z_{i}^{lm} - z_{i}) \right) \left( \frac{\partial^{3} \mathcal{L}(z_{i})}{\partial z_{i}^{3}} \right) = o_{p} \]

(1)

After rearrange (20), we get

\[ -\frac{1}{\sqrt{n}} \frac{\partial \mathcal{L}(z_{i})}{\partial z_{i}} = \left( -I \left( z_{i} \right) + o_{p} \right) \sqrt{n} \left( z_{i}^{lm} - z_{i} \right) \]

\[ + \frac{2 \lambda}{\sqrt{n}} z_{i}^{lm} \]

(21)
Note that \( \frac{1}{N} \sum_{i=1}^{N} (z_i^T) = o(1) \) by assumed condition, \( I (z_i^T) \) is the mentioned information matrix. Using the center limit theory, we get \( \frac{1}{\sqrt{\lambda_n}} \frac{\partial L}{\partial \mu} \xrightarrow{d} N(0, I (z_i^T)) \) which leads to the conclusion.
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